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Abstract - Mammography is probably the best method for early 
detection of abnormalities in the breast tissue. Higher breast 
tissue densities significantly reduce the overall detection 
sensitivity and can lead to false negative results. In automatic 
detection algorithms, knowledge about breast density can also be 
useful for setting an appropriate threshold. It is impossible to 
produce satisfactory classification results by knowledge of overall 
intensity because exposure and breast volume are different. 
Because of that we observe breast density as a texture 
classification problem. In this paper we propose feature selection 
process based on Haralick and Soh feature set with optimization 
for k-nearest neighbor classifier. Feature selection was done by 
individual feature ranking, using linear forward selection and 
finally using wrappers. The best feature selection results were 
obtained using wrappers. The improvement on overall 
classification is 6.8% in comparison to the classification without 
feature selection on the same dataset. 

Keywords - Breast Density; Feature Selection; Haralick and Soh 
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I.  INTRODUCTION 
 Breast density is an important measure which describes the 
possibility for the detection of abnormalities in mammograms. 
Higher breast density usually indicates a higher possibility for 
the presence of malignant tissue. Because of high breast 
density, it is more difficult to detect malignant tissue. Breast 
density is usually correlated with the woman's age in a way 
that younger women usually have denser breasts than older 
women. Wolfe was one of the first researchers who presented 
the correlation between different breast densities and the 
probability for the development of breast cancer [1]. Today 
radiologists classify breast according to their density into four 
categories. Categories according to the American College of 
Radiology (ACR) BI-RADS are [2]: 
 

• BI-RADS I: almost entirely fatty breast (0-25%); 
• BI-RADS II: some fibroglandular tissue (26%-50%); 
• BI-RADS III: heterogeneously dense breast (51%-75%); 
• BI-RADS IV: extremely dense breast (71%-100%). 

 
Automatic breast density is somewhat more difficult to 
perform, because human observer can distinguish different 

structures very well, despite those structures can have very 
similar intensity properties. Therefore, for accurate 
classification it is necessary to extract as many image features 
as possible and then try to select ones that are least correlated 
with each other and produce best classification results. When 
dealing with many features, it is hard to make manual feature 
selection and for that purpose one needs to have an automatic 
feature selection method. Automatic breast density 
classification achieved various results on different datasets. 
Two publicly available mammography databases are the best 
ground to make objective comparison between presented 
methods. Those two databases are the MIAS database [3] and 
the DDSM database [4]. The MIAS database, although 
outdated, presents a good choice for automatic breast 
detection. The MIAS database is publicly available as the 
mini-MIAS database, containing all the images as original 
MIAS. The difference is that the mini-MIAS images are 
downsampled to the resolution of 1024×1024 pixels with 8 
bits per pixel. The main disadvantage of the MIAS database, 
in making it suitable for breast density classification, lies in 
the lack of ACR BI-RADS standardized classification into 
four classes. Instead, the MIAS database has mammograms 
divided into three classes. 
 There are many papers that consider automatic breast 
density classification. Muhimmah and Zwiggelaar proposed a 
multiresolution histogram based method which uses no 
segmentation at all [5]. The proposed method has been tested 
on the entire MIAS database. The overall correct classification 
into three categories of 77.57% was reported. Oliver et al. 
proposed in [6] a classification method that uses a fuzzy C-
means algorithm to group pixels into separate categories. For 
initializing seeds they used two gray values that represented 
15% and 85% of the cumulative histogram of the whole 
breast. Extracted features were classified using two different 
classifiers: the k-NN algorithm and a Decision Tree (ID3) 
classifier. As an experimental dataset they used 300 Medio-
Lateral Oblique (MLO) right mammograms taken from the 
DDSM database. With this method, a classification accuracy 
of 47% was achieved using combined classifiers, as opposed 
to 43.3% for ID3, and 40.3% for k-NN. Oliver et al. [7] have 
used fuzzy C-means algorithm combined with Haralick texture 
features [8] in their later work. They have also used two-stage 
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 classification, meaning that results from different classifiers 
were used as an input of the Bayesian classifier. The proposed 
algorithm was tested on the MIAS and the DDSM databases 
and the reported overall classification result into four 
categories was 86% for the MIAS database and 77% for the 
DDSM database. Subashini et al. presented a method [9] 
which uses Haralick features and the support vector machine 
classifier obtaining correct classification of 95.44% on the 
MIAS database mammograms. Such high classification 
accuracy can be biased by selecting only 43 of 322 
mammograms from the MIAS database. 
 In this paper we try to test classification accuracy in 
automatic breast density classification using solely Haralick 
and Soh [8, 10] texture features and k-NN classifier with 
different feature selection schemes. The idea is to obtain the 
highest possible correct classification rate and to find out 
which texture features should be further investigated. The 
Haralick and Soh features are extracted from the gray-level 
co-occurrence matrix (GLCM) [8] of each image. The feature 
evaluation, selection and classification were done using Weka 
data mining software [11]. The idea behind the feature 
selection process is in our case to get the best possible 
classification results from the extracted features. That is not 
possible solely by selecting the features which provide best 
individual classification results but with the optimal 
combination of features, as explained in [12]. Good feature 
subsets should contain features that are highly correlated with 
the class but uncorrelated with each other. 

This paper is organized as follows. In Section II the entire 
feature extraction procedure with the preprocessing stage and 
the feature extraction from the GLCMs is explained. Section III 
presents the feature selection methods and brings the 
experimental results for different methods. Section IV draws 
the conclusion. 

 

II. FEATURE EXTRACTION 
 
 Before we could extract all the features, it was necessary to 
complete the entire preprocessing stage. The entire experiment 
is based on the mini-MIAS database which has its own 
specificities. All images in the mini-MIAS database have the 
same dimension of 1024×1024 pixels with 8 bits per pixel. 
Because all images are scanned films, it is necessary to 
properly segment the breast tissue from the background. The 
segmentation process is done with the mixture of fixed gray-
level thresholding and morphology operators, in this case, 
erosion and dilation. Erosion and dilation prove to be a good 
method to eliminate objects around the breast tissue such as 
orientation tags and adhesive tape. The segmentation step 
begins with creation of the binary mask according to the 
threshold. In this step all gray values lower than 15 and higher 
than 245 are removed. The binary mask is then eroded with a 
square structuring element of 103×103 pixels. Erosion is being 
followed by dilatation, with the same structuring element, 
completing the function of opening. The example of these 
preprocessing steps is shown in Fig. 1. 

  
(a) (b) 

 

 
(c) 

 
Figure 1.  (a) Original image "mdb012". (b) Binary mask after thresholding. 

(c) Binary mask after opening. 

 
After the segmentation from the background all images 
showing left breasts in medio-lateral oblique view are 
automatically flipped to be the same orientation as images 
showing right breasts. This is followed by aligning all the 
images to the left border in order to proceed with the 
registration process. Flipping and aligning of binary masks is 
shown in Fig. 2. 

 

    
(a) (b) 

 
Figure 2.  (a) Binary mask after opening "mdb011". (b) Binary mask 

automatically flipped and aligned to the top left corner. 

 

The result of image segmentation and alignment is shown in 
Fig. 3. 
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(a) (b) 

 
Figure 3.  (a) Original image "mdb011". (b) Segmented and aligned image.  

 

 

 
(a) 

 

 
(b) 

 
Figure 4.  (a) The result of resizing a breast smaller than the target window. 
(b) The result of resizing the breast larger than window to fit the target 
window. 

The next step is resizing images to make all the breast areas of 
approximately the same size. In this process we try to fit all 
the images in the window which height is 1024 pixels and 
width 512 pixels. These dimensions are chosen in order to try 
to minimize the interpolation error. If the window would have 
larger width, it would be necessary to interpolate some images 
with the higher factor and with the smaller window, some 
images would have to be downsampled with higher factor, 
resulting in more significant loss of detail. The interpolation is 
done in two dimensions separately. First, the image is resized 
in the vertical dimensions to fit the window with height of 
1024 pixels. Afterwards, horizontal interpolation fits the 

image into window of 512 pixels. We have used bicubic 
interpolation method, where the output pixel value is a 
weighted average of pixels in the nearest 4-by-4 
neighborhood, for the resizing step. The result of this step is 
shown in Fig. 4. There are two different scenarios; Fig. 4 (a) 
shows the result of resizing a breast smaller than window to fit 
the window and Fig. 4 (b) shows the result of resizing the 
breast larger than window to fit the window. After the 
interpolation all images have size of 1024×512 pixels and 
breast tissue region touches all image borders. 
 
After the preprocessing steps are finished it is necessary to 
isolate the region of interest (ROI). It would be wrong to 
consider the entire breast area as ROI because breast density is 
evaluated only in the fibroglandural disc. The resizing process 
now comes handy because there is no need for the pectoral 
muscle removal and we are able to observe the similar part of 
fibroglandural disc from all breasts. Resizing of images will 
not have a large influence on extracted features because breast 
density is a quantitative measure. Fig. 5 shows the dimension 
in pixels of the extracted ROI. 
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Figure 5.  Dimensions in pixels of the image and extracted ROI. 

The example of the extracted ROI from the image is shown in 
Fig. 6. 

 
 

Figure 6.  Example of the extracted ROI from "mdb001". 
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 The entire preprocessing step in a block chart form is shown in 
Fig. 7. 
 

 
Segmentation 

using fixed 
thresholding and 
opening operator 

Aligning to the top 
left corner 

Resizing to fit the 
window of 

1024×512 pixels 

Extracting ROI 

 
Figure 7.  The entire preprocessing step. 

 
The next step is feature extraction. We have chosen to extract 
the following Haralick and Soh features. Let p(i,j) be the (i,j)th 
entry in a normalized GLCM. The mean values for the rows 
and columns of the matrix are: 
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The standard deviations for the rows and columns of the 
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Table I shows the extracted features. p(i,j) is the (i,j)th entry in 
a normalized GLCM, px(i) is the ith entry in the marginal-
probability matrix obtained by summing the rows of p(i,j), Ng 
is the number of distinct gray levels in GLCM, HX and HY are 
entropies of px and py. 

 

The feature extraction has been done only for the angle of 0º 
and distance between the pixel of interest and its neighbor 
equal to 1. 

TABLE I.  EXTRACTED FEATURES 
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 III. FEATURE SELECTION 
 

For feature selection process all images from the 
mini-MIAS database have been used with previously described 
preprocessing procedure. We have used three different feature 
selection methods with the adaptation for IB1 (k-NN) 
classifier. The first method we have tested is feature ranking. 
Feature ranking performs feature evaluation on isolated 
features. It is important to stress out that the combination of 
features with the best isolated ranking does not necessarily 
provide the best classification result or the feature number 
minimization because features can be highly correlated. We 
have used two different feature evaluators implemented in 
Weka, the Chi-Square feature evaluator and Classifier feature 
evaluator. The Chi-Square feature evaluator evaluates features 
individually by measuring the chi-squared statistic with respect 
to the class. The result obtained using the Chi-Square attribute 
evaluator is shown in Table II. Higher rank means that the 
feature should solely provide better classification result and 
attribute number corresponds to features from the Table I. 

TABLE II.  LIST OF ATTRIBUTES ACCORDING TO THEIR RANK 
 

Rank Chi-Square statistic Feature number 

1. 185.8129 17 

2. 184.8239 18 

3. 162.9306 3 

4. 161.7668 14 

5. 118.4767 11 

6. 118.4767 1 

7. 116.7354 13 

8. 115.0909 7 

9. 104.9851 12 

10. 88.3584 4 

11. 87.4099 8 

12. 81.4906 10 

13. 64.7906 5 

14. 48.9340 9 

15. 47.0366 6 

16. 37.6284 16 

17. 34.6187 15 

18. 34.6187 2 
 

Classification results obtained from k-NN classifier and leave-
one-out method using only one feature are shown in Fig. 8. 
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Figure 8.  Results of k-NN classification using single features shown 
in Table II. 

The results of correct classification after sorting according to 
the Chi-square statistic are shown in Fig. 9. 
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Figure 9.  Results of k-NN classification with respect to the feature rank 
using Chi-square feature evaluator method. 

After sorting the results shown in Fig. 8 according to the 
highest classification accuracy we get the results shown in 
Table III. With the Classifier feature evaluator, the results of 
feature selection are slightly different. In Table IV the results 
of the Classifier feature evaluator for k-NN classifier are 
shown. The features are sorted according to the rank although 
this sorting does not necessarily provide the best results. It is 
obvious that this Classifier feature evaluator ranking algorithm 
gives better results for the k-NN classifier than Chi-square 
method. These results are shown in Fig. 10 from which is 
obvious that columns representing the number of correctly 
classified instances are sorted almost monotonously decreasing. 
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Figure 10.  Results of k-NN classification with respect to the feature rank 
using Classifier feature evaluator method. 
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 TABLE III.  FEATURES WITH BEST INDIVIDUAL CLASSIFICATION RESULTS 
 

Rank Correct classification 
using k-NN Feature number 

1.  166 3 

2.  164 17 

3.  163 18 

4.  158 7 

5.  156 14 

6.  156 12 

7.  156 8 

8.  151 1 

9.  149 10 

10.  145 11 

11.  144 13 

12.  141 5 

13.  133 4 

14.  131 9 

15.  129 16 

16.  118 6 

17.  110 15 

18.  110 2 
 

The next method we have tested is Linear Forward Selection 
(LFS) [13]. We have also used IB1 classifier with the 
Correlation-based feature subset evaluator algorithm [14] 
implemented in Weka. LFS should reduce the number of used 
features with increase in classification accuracy. Preselection of 
subsets can be done with and without previous feature ranking. 
There are two techniques of LFS: the fixed-set technique and 
the fixed-width technique. The fixed-set technique uses the 
pool of first k highest ranked features and creates subsets so the 
highest classification accuracy is achieved. The fixed-set 
technique uses also the first k highest ranked features but in 
each step when one feature is used in forming a new subset, 
k+1st highest ranked feature is added to the pool. These two 
LFS techniques are shown in Fig. 11. 

Classification with IB1 classifier using all 18 features 
described in Table I gave the overall accuracy of 214/322 
which equals 66.5%. Using the LFS method number of features 
is reduced from 18 to 11 and correct classification rate is 
improved to 222/322 which equals 68.9%. To reduce number 
of used features it is possible to use backward selection 
method. Backward selection method starts with a subset which 
includes all features and reduces them to obtain maximal 
classification accuracy. This approach gave 223/322 or 69.3% 
correctly classified images. The last method we have tested is 
feature selection using wrappers [13]. 

TABLE IV.  FEATURES ACCORDING TO THE CLASSIFIER FEATURE EVALUATOR 
 

Rank Correct classification 
using k-NN Feature number 

1.  164 17 

2. 163 18 

3. 166 3 

4. 156 12 

5. 156 8 

6. 156 14 

7. 149 10 

8. 151 1 

9. 145 11 

10. 158 7 

11. 144 13 

12. 141 5 

13. 133 4 

14. 129 16 

15. 131 9 

16. 118 6 

17. 110 15 

18. 110 2 
 

Wrappers use a search algorithm, like LFS, to search through 
the features space and evaluate each subset by running a model 
on the subset. We have used 10-fold cross validation in our 
experiment for estimating the accuracy. The problem with 
wrappers is that they can be computationally expensive and 
have a risk of overfitting to the model. The overfitting problem 
can be avoided by having the different training and test sets. 
We have tested the wrapper feature selection scheme with 
different search methods and test results are shown in Table V. 

(a) (b) 

Feature 
Ranking 

Feature 
Ranking 

Available features 
Available features 

 
Figure 11.  LFS techniques: (a) The fixed-set techniqe, (b) The fixed-width 

technique. 
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 TABLE V.  WRAPPER FEATURE SELECTION RESULTS WITH DIFFERENT 
SEARCH METHODS 

 

Search method 
Number of 

selected 
features 

Correctly 
classified 

instances of 322 

Correct 
classification 

(%) 

Best first, forward 
search 13 229 71.1 

Best first, 
backward search 8 232 72.0 

Best first, bi-
directional search 5 232 72.0 

Linear forward 
selection 11 222 68.9 

Greedy stepwise 6 229 71.1 

Genetic search 9 236 73.3 

Random search 
25% of all subsets 8 232 72.0 

Exhaustive search 
through all subsets 8 233 72.4 

 

The graphical comparison of feature selection methods is 
shown in Fig. 12. 
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  1 = All features
  2 = LFS
  3 = Wrapper, BF FS
  4 = Wrapper, BF BS
  5 = Wrapper, BF BDS
  6 = Wrapper, LFS
  7 = Wrapper, GS
  8 = Wrapper, GES
  9 = Wrapper, RS 25%
10 = Wrapper, ES

 

Figure 12.  The graphical comparison of feature selection methods (BF=Best 
first, FS=Forward search, BD=Backward search, BDS=Bi-directional search, 
GS=Greedy stepwise, GES=Genetic search, RS=Random search, 
ES=Exhaustive search). 

 

IV. CONCLUSION 
 

In this paper we have investigated different feature selection 
algorithms. The idea was to get as good as possible 
classification results from the optimal feature set. The 
classification task was to classify mammograms from the mini-
MIAS database into three categories, according to the 
description by the authors of the database. We have extracted 

18 Haralick and Soh texture features from the ROI selected in a 
way that only breast tissue pixels are inside of it. This provides 
better results for some features, because the dynamic range of 
our texture is smaller. Feature selection has been done using 
three different approaches: individual ranking, linear forward 
selection and wrappers. The quality of feature selection has 
been proved by classification using IB1 classifier and leave-
one-out method. The results show a significant improvement in 
classification accuracy even on a very small feature set like the 
one we used. The best classification result was obtained using 
wrapper method and genetic search method for the feature 
selection. The obtained improvement in classification accuracy 
is in 22 more (of 322) correctly classified images, or 6.8% 
more than without using feature selection. Our further work 
will be based on extracting more features that provide better 
classification results and on finding feature selection methods 
that provide better results while trying to avoid overfitting. 
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	III. Technical approach
	A. E-learning environment
	a) Interface: The interface is a point of first contact between user and computer environment and it is only communication mean. In this specific case there is required to solve interface in an attractive manner with a combination of animated pictures or pictograms which clearly illustrate the function of this part and could inspire curiosity of the users. The interesting extension of interaction tool can be an integration of audio tracks into interface. Interface created this way could positively fortify focus of children users.
	b) Mobility: The mobility is another important aspect connected with attention of children. The ICT environment has to have interface devices prepared for walk-outs or excursions to different locations depending on the subject of education (parks, woods, etc.). 
	c) Healthy users habits: One of the most important goal is to show children a way of using ICT in every aspect of everyday life in some friendly manner. It should prevent to perceive ICT technologies only as mean playing computer games. [2]
	1) Components of architecture: The configuration of the global architecture for e/m-learning environment for pre-school education is illustrated in the Figure 1. The IMS based standard architecture [3] has been chosen, because of IPTV is proposed to be integrated into this platform and education process for its rich multimedia content. It is necessary to insert the CSCF (Call Session Control Function) into architecture because of chosen IMS architecture. 
	a) Application layer: There are segments of network grouped into logical groups on the application layer. IP Services group is necessary in every serious network platform nowadays. It contains web and mail servers, parts that are needed as elementary construction elements for standard communication and presentation functions in relation with outside world. There has to be also a database needed for user management and other related functions. The database is redundantly backed up for security reasons. Multimedia Services group is related to IPTV and nPVR functions which are required for its rich multimedia content abilities to enhance learning materials. IPTV will be analyse later in the paper. Support Services consist of functions connected with management of entire platform. For those purpose we propose open source solution called Nagios. Other platform wide function is RAID Storage Array which could serve for IPTV and nPVR. E-learning subsystem also needs disk spaces for publicized materials. It is necessary to provide high-level reliability and security of stored data so RAID 5 or 6 should be considered [4]. HeadEnd part of application layer is just a part for complexity of the whole system which moves platform one step further. It consists of cameras and/or encoders which could be used to integrate external video streams into network or create streams using cameras to host remote talks. 
	b) Transport layer: This layer consists of main switch of whole platform. It is recommended to use manageable switch with reasonable bandwidth to ensure reliable function of all network segments. The connection with outside world is the necessary part of whole system. Wired connection to Internet is absolute must-have ability for network platform. The connection to the high speed mobile data network of 3rd (3G) or 4th (LTE) is good choice to support users using platform in a personal mobility manner. Mentioned mobile connections offer sufficient bandwidth to provide reliable services. The transport layer contains the complex infrastructure needed to provide services from upper layer through access layer to equipment in user layer.
	c) User layer: This layer contains equipment and infrastructure directly used by users accessing platform services. It is grouped into classes depending of place or type of function. All classes are analysed in details further in this part.
	Multimedia classrooms: The multimedia classroom is an essential part of whole platform from the user point of view. It consists of interactive whiteboard which stands for most important part in educational process placed in room. Mentioned whiteboard is able to be controlled by touch which could make whole education process more active and interesting for children. Placing other computers equipped with touch pads, touch screens or even voice recognition software to the room can fortify children imagination and creativity, and show work on computer in a very friendly manner. Multifunctional device and SIP telephone placed in class room only makes set more complex and user friendly. 
	VideoConference room: Videoconference is one of the supporting segments of the platform. It could be used for plain conferencing with distant teachers, or in connection with HeadEnd part in application layer it can create a multimedia video sessions with distant school or similar. It is also one part which makes whole platform more users friendly.
	WiFi zone: This segment of platform is closely connected with personal mobility in a local area in the “campus” of the school. Personal mobility can also fortify creativity a activity during the lessons. 
	E-learning creation environment: Creation environment is element of network used to design and create new e/m-learning materials. This environment could be solved as separate hardware equipment or just as a bunch of software useful in creation process. Some examples are Adobe Flash, Toolbook and others. 
	Mobile/Voice Data: Mobile data element illustrates here an opportunity mentioned in transport layer. Mobile data connection achieved great success in development of bandwidth which makes it sufficient enough to provide reliable connection. This opportunity opens wide spectrum of applications during walks and other activities. 
	Distant/Home environment: This part of platform enables similar opportunities as a previous mobile data element, on a wired basis. Lessons or other e/m-learning materials can be executed from home or similar distant environment. 


	2) E-learning subsystem: Whole e-learning subsystem is fully based on the proposed architecture of IMS based E/M-learning and its functions are described in [5]. Figure 2 illustrates architecture of E-learning subsystem in details and its functions are described below in the text in a very brief manner.
	Learning Content Deployment Functions (LCDF): This is a set of functions needed for content deployment of new content to correct functional block of IMS. It is responsible for correct deployment and provisioning setup. This point is also responsible for management of existing content and profiles. 
	Learning Content web server (LCWEB): The LCWEB server have access to text content storage and serves it to students via http or https protocol. 
	Lesson Voice&Video server: Main purpose of this server is to provide call features. From the provider perspective the server contains SIP Application server, MRFC, MRFP/RTP mixer and others. 
	Lecture messaging&presence server: This server is responsible mainly for all features related to messaging services. It means, users can communicate to each other during a session without an interrupting a live video or audio stream.
	Lecture Management Desktop (LMD): It is an interface provided to the teacher for effective lecture management and content flow directing. It works only as a client of LMF.
	Lesson Management Function (LMF): The LMF is a server responsible for managing of all application services that are used in created lesson.

	3) IPTV subsystem: IPTV is a part of designed e/m-learning environment, which can significantly increase the quality and attractiveness of study material or can widely open system to opportunities of future development. IPTV is topic enough interesting and complex for separate intensive works which highly overhangs space in this paper. The architecture of IMS based IPTV subsystem is illustrated in the Figure 3 and we kindly refer to [5] and [6] where the whole IPTV in IMS is exhaustively explained.
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	Topology hiding: Is one of the most important functions of SBC. Fuction is based on idea of minimizing the amount of necessary information leaving the network. SBC executs this function commonly by “header privacy” mechanism [12] and consists of removing of Via and Route-Record headers, and altering Contact and Call-ID headers from SIP messages. Removing these headers could cause problems in some cases, so less fatal strategy can be chosen and SBC alter header information by its IP or DNS name. 
	Media Traffic Management: This function can be used by operator in case of different session accouting strategies (exxample: different accouting of video calls). Other example of use is strict usage of specific codec. SBC alters information without users agreed what can be interpreted in some cases like “Man-in-the-Middle” (MiM) attack. Both mentioned functions are unable to use when session uses an “end-to-end” encryption. 
	Access Control: Application of this function is evident. Since all signalization traverses throu SBC, it is ideal place for implementation of Authentication mechanisms.  
	Media Encryption: Provider can support higher level of security for its customers, but needs to have access to data because of legal regulations. Encryption enabled in access network and disabled in core transport network is ideal scenario to fullfil both contradictory requirements. Just like in previous cases SBC could be recognised like the MiM attacker by end users. 
	Maintaining SIP-Related NAT Bindings: This is just a supporting funtions. NAT timers are often set to shorter time than SIP register renewal intervals. As a result of this can be situation when NAT changes IP during established sessions or just during idle, wht can cause complications in fullfiling some other functions of SBC or even other SIP elememts. Executing of this function is simply based of forcing more often registration request on registrars. 
	Protocol Repair: Requirement of this feature is caused by massive demand of interconnecting different SIP networks. Because SIP is open standard its implementations can vary and there is big need of element that will solve this diferences. SBC for it position in the network is ideal for this purposes. 
	 Fixing Capability Mismatches: This feature is deriver from previous one and solved differences between codecs capabilities varying throught diferent SIP networks. After all it is mix of Protocol Repair and Media Traffic Management functions and can use some of theirs mechanisms.
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